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Abstract—Large Language Models (LLMs) have been pro-
posed to support the development and maintenance of assurance
cases (ACs), but their use comes with risk. This position paper
calls on academic and industrial interest holders to establish
methodological standards to evaluate the application of LLMs to
ACs. Our position is that there is no “one size-fits-all”’ evaluation
method, and that evaluation must be tailored to the specific
objectives and risk profiles of different LLM use cases. As a
first step, we outline a preliminary taxonomy of characteristics,
risk, and evaluation methods for LLM use cases.

I. INTRODUCTION

There is significant interest in using Large Language Models
(LLMs) to support a range of human activities, including
developing and maintaining Assurance Cases (ACs). As ACs
are complex engineering artifacts, they often require signifi-
cant effort to develop and maintain, and consequently, many
applications of LLMs such as defeater generation, argument
synthesis, and change impact assessment have been explored
[1]. Since ACs are often prepared for safety-critical systems,
LLM use introduces risk and must be carefully considered.

Various research questions and evaluation methods have
been used to assess applications of LLMs in supporting
AC development. As an example, in prior work evaluating
LLM effectiveness in supporting defeater identification (i.e.,
identifying reasons to doubt an AC), some researchers assessed
effectiveness in terms of the LLM’s ability to reproduce
defeaters identified by human experts [2], [4], while another
group evaluated the LLM’s ability to discover valid defeaters
that humans had overlooked [5]. A question arises: “which
evaluation methods are appropriate for a given use case?”. In
a recent report, Graydon and Lehman reviewed several results
using LLMs to support AC development and concluded that
“much research remains to be done before it can be shown
that an LLM is fit for [supporting ACs] ...” [3].

We concur with Graydon and Lehman’s assessment. Indeed,
more evaluation is required before LLM use for AC devel-
opment can be justified as effective. However, an important
question remains: what can we do about it?

We distinguish between an LLM application and a use case
of LLMs. We refer to an application as the specific task the
LLM is intended to support, such as defeater generation, argu-
ment synthesis, or change impact assessment. In contrast, we
refer to use cases as specific implementations of an application
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in a particular context, including factors such as the role of
the LLM relative to a human practitioner (e.g., collaborator vs.
reviewer) and the properties its output is intended to exhibit.

Our position is that LLMs have tremendous potential to
support AC development and maintenance, but to realize
these benefits, the community of AC interest holders needs to
establish methodological standards to support the evaluation in
this emerging field. Given the diversity of LLM applications
and their varying objectives and risk profiles, there is no
one-size-fits-all approach to evaluate their effectiveness and
safety. The risks introduced by an LLM use case should be
identified by analyzing its characteristics such as the LLM’s
role, objective, and the intended properties of its output, and
the evaluation required (in terms of experiments, metrics, and
stanards of evidence) must then be tailored to those risks.

We propose that LLM use cases should be viewed through
a framework such as the one presented in Fig. 1. Importantly,
the characteristics of each use case should be studied to
identify relevant risks and select an appropriate combination
of evaluation methods.

II. TOWARDS EVALUATION OF LLM AC APPLICATIONS

Fig. 1 presents a preliminary taxonomy of characteristics,
risks and evaluation metrics/methods for LLM use cases. It
presents a set of characteristics of an LLM use case (including
the LLM application, Role of the LLM, LLM objective and
Intended Properties of LLM Output) that inform its risk profile,
two types of risks, and several different evaluation methods
and standards of evaluation to address a use case’s risks.To
demonstrate how the characteristics and risk profile of an
LLM use case can impact its evaluation needs, we explore
an LLM application from the literature: supporting Defeater
Generation (Al). Defeater identification involves identifying
potential reasons to doubt an AC so that these doubts can
be mitigated or eliminated. We consider two possible use
cases for this application and show how their risks, and
consequently, their evaluation needs differ.

A. Use Case 1 - Independent Agent

In Use Case I (inspired by the proposal of Shahandashti
et al. [4]), the LLM is used as an independent agent (RI) to
automate defeater identification, replacing the task of manual
defeater generation. As manual defeater identification requires



LLM Application:

Role of the LLM:

LLM Objective:

Properties of LLM
Output:

A1 - Defeater
Identification:
The LLM supports the
identification of defeaters
(reasons to doubt an AC).

R1 - Independent Agent:
The LLM replaces AC
development tasks that would
be completed by a human.

A2 - Argument
Synthesis:
The LLM supports the
creation of the ACs
structure and content.

R2 - Collaborator:
The LLM assists a human
with AC development tasks
with supporting functions or
creating intermediate results.

01 - Improve Quality:
The LLM is used to
improve the quality of the
AC (e.g., correctness,
completeness, clarity).

P1 - Repeatability:
The LLM produces similar
or identical output when
given similar input.

A3 - Change Impact
Assessment:
The LLM supports
argument maintenance as
changes occur.

R3 - Reviewer:
The LLM reviews the output
of a human to identify errors
and provide suggestions for
improvement.

02 - Reduce Cost:
The LLM is used to
reduce the cost (e.g.,
time, resources) of
devleoping the AC.

P2 - Variability:
The LLM produces varied
output, even when when

given similar input.

=

P3 - Explainability:
The model's reasoning is
understandable and
interpretable.

Risk 1 - False
Confidence in AC:
LLM users have false

confidence in parts of the
AC (e.g., correctness
of the top-level claim).

Risk 2: Over-reliance /
Automation Bias:
Developers falsely trust the
LLM, reducing their own
level of rigour in AC
development.

=

Evaluation Methods:

Evaluation Standards:

E1 - Human
Benchmarks:

LLM output is evaluated
against benchmark data
generated by humans
performing the same task.

$1 - Human Standard:

The LLM reliably performs

at least as well as human
practitioners at a task.

E2 - User Studies:
Experiments where human
participants use LLMs to
assess the impact of the
LLM on human activity.

8$2 - Augmenting
Human Performance:
The LLM adds value to
human activity.

83 - Error Avoidance:
The LLM avoids errors that
humans would not make.

Fig. 1. Characteristics, risks and evaluation methods for LLM use cases in AC development.

time and resources, this use case prioritizes reducing the
cost (02) of defeater generation. However, as the LLM’s
role replaces human analysis, this use case has a high risk
profile. If the LLM fails to identify critical defeaters a human
expert would have included, developers and stakeholders may
have false confidence (Risk 1) that all relevant challenges to
their AC have been addressed. This is critical when false
confidence could lead to the deployment of unsafe systems,
and consequently, the LLM should meet a high evidentiary
standard to address this risk. For this use case to be safe and
effective, it may be required for the LLM to consistently match
or surpass human performance (S1) in identifying critical
defeaters. In practice, this may require human benchmark
(E1) evaluations comparing LLM-generated defeaters to those
identified by humans across a range of representative ACs.

B. Use Case 2 - Collaborator

In Use Case 2, the LLM is used as a collaborator (R2) to
support manual defeater identification by helping practitioners
brainstorm additional defeaters that they may have otherwise
overlooked manually [5] [2]. Unlike Use Case 1, this applica-
tion prioritizes improving the AC’s quality (O1) by producing
a more complete set of defeaters than a human might have
identified on their own rather than reducing cost. Since AC
developers remain responsible for identifying defeaters and
determining which LLM suggestions to incorporate, the risks
associated with the LLM overlooking defeaters are lower here
than in Use Case 1. However, other risks arise when the
LLM is used in a collaborative role — most notably, the
potential for automation bias (Risk 2), where users over-
rely on the LLM’s suggestions even when they are low-
quality or incorrect. Additionally, while the application aims
to improve the completeness of identified defeaters, it may
risk inadvertently increase AC development cost if substantial
time is required to review and filter LLM defeaters.

Given these characteristics and risks, the evaluation of
this use case should differ from Use Case 1. Instead of
requiring the LLM to match or exceed human performance,
evaluation should assess whether an LLM augments human
performance (S2). Suitable methods may include user studies
(E2) comparing task outcomes with and without LLM support,

such as improvements in defeater coverage or impact on time-
on-task. Here, success is defined not by the LLM’s output
alone, but by the extent to which it adds value to human
activities.

III. CALL TO ACTION

The above examples show that the appropriate methods for
evaluating an LLM use case vary by risk profile. Even the same
LLM application can have risks that depend on the use case.
This preliminary work does not give a complete taxonomy of
LLM use cases, characteristics, or risks. Rather, it offers a
starting point by identifying key factors that influence a use
case’s risk profile and, in turn, its evaluation requirements.

We call on researchers and practitioners to extend the
taxonomy the characteristics, risks, and evaluation methods for
LLM use cases in AC development. Additionally, we call for
collaboration between researchers and practitioners to develop
structured methods for determining which evaluation methods
are appropriate for addressing specific types of risk, and to
identify which use case characteristics give rise to different
risks. Progress in this direction will enable researchers and
practitioners to systematically assess emerging LLM use cases.
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